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ABSTRACT. Dynamic bandwidth allocation among 
trafic classes with different performance requirements 
sharing an ATM link is considered as an integrated 
control problem with a multi-level structure. At the lower 
level, call admission control rules are applied that 
maintuin U certain grade of service, in terms of cell loss 
probability and cell delay, given the buffer space und 
bandwidth assigned to each class; unlike those used in 
previous works, these rules are derived on the basis of 
homogeneous (based on similar quantities) measures of 
the performance requirements. At the higher level, 
bandwrdth shares are periodically recomputed on-line by 
an allocation controller, whose goals reflect overall cell 
loss and refused trafSic, as well as overall average delay. 
These goals are expressed by an optimization problem 
that is solved by numerical techniques. The whole control 
system should provide a dynamic feedback controller, 
capable of reacting in real time to changes in the trafic 
patterns. Simulation results ure presented and discussed, 
regarding the eficiency of the admission controllers, the 
performance of the overall scheme, and the capability of 
reacting to sudden changes in the load of some truce 
cluss. 

1. INTRODUCTION 

Even though the Asynchronous Transfer Mode (ATM) 
has a great flexibility in handling a mix of different traffic 
types, with different quality of service constraints, and 
has the advantage of requiring a single switching fabric, 
nevertheless it raises a host of network management 
problems that would otherwise be less crucial in other, 
more "structured", transfer modes. This is due to the 
statistical nature of resource allocation in ATh4, which 
may not guarantee the satisfaction of certain performance 
requirements, unless they are specifically enforced by 
means of real time control. 

Congestion control and prevention is particularly 
relevant in this context, and has received a great deal of 

attention in the literature (see, for instance, [l] for a 
survey and 121 for recent papers on this matter). In 
particular, several works have addressed the issue of 
admission control (13 - 131, among others), as a means of 
guaranteeing quality of service to the connections in 
progress. 

Recently, a hierarchical decomposition of the control 
task has been proposed 112, 131 that separates the global 
admission control problem into independent subproblems, 
one for each traffic class, and periodically coordinates 
them by means of a capacity reassignment, based on on- 
line feedback information. We retain this general 
philosophy also in the present paper. Therefore, we 
consider an ATM link shared by several traffic and/or 
service classes, characterized by statistical parameters 
(like peak and average bandwidth), as well as by 
performance requirements (in terms of cell loss 
probability and cell delay). All traffic is supposed to take 
place on a connection basis. Each specific class is 
dedicated a call admission controller applying a fixed 
strategy, which is designed to maintain a certain grade of 
service, given the buffer space and bandwidth (percentage 
of cells) assigned to the class. Unlike the previous works 
112, 131, where somehow different models and 
approximations have been used to construct the admission 
criteria accounting for cell loss probability and cell delay, 
respectively, the same quantiy will be used here as the 
basis for both criteria. The bandwidth shares are 
periodically recomputed on-line by a bandwidth 
allocation controller, which plays the role of a coordinator 
in a hierarchical dynamic control scheme, and attempts to 
minimize a cost function, accounting for overall cell loss 
and refused traffic. The bandwidth assignments obtained 
are passed to the call admission controllers, where they 
are used as parameters affecting the admission rules until 
the next intervention. The overall control task is thus 
decomposed between a set of fast "low level" decision 
makers that base their actions upon a portion of the 
system's state and a "higher level" agent, which acts 
periodically, uses centralized information and can take a 
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Fig. 1. Structure of the overall control system 

longer computing time. 
The paper is organized as follows. In the next Section, 

we describe the control architecture, the admission 
control rules, and the cost function to be minimized by 
the bandwidth allocation controller. A simulative analysis 
of the effectiveness of the admission control rules is given 
in Section 3. In Section 4 we report and discuss several 
simulation results that show the average as well as the 
dynamic behaviour of the overall control architecture. 
Section 5 contains the conclusions. 

2. STRUCTURE OF THE MODEL AND OF THE 
CONTROL SYSTEM 

Our model essentially regards an ATM link outgoing 

from an access node in the network, and its structure is 
represented in Fig. 1. The ATM channel carries fixed 
length cells, whose duration corresponds to that of a time 
slot and represents the discrete time unit (in the following, 
k denotes the discrete time variable). Upstream of the 
ATM channel are an access multiplexer, M admission 
controllers (one for each user traffic class) and a 
bandwidth allocation controller. The multiplexer is 
assumed to operate synchronously, i.e., input and output 
times are synchronous. Each admission controller h 
implements a decision rule for the acceptance of 
incoming calls that depends on the current number of 
accepted connections for the specific class, on the 
statistical and performance characteristics of the 
connections, and on the bandwidth (which will be termed 
“virtual capacity” in the following) it has been assigned 
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for the current period by the allocation controller. The 
latter divides the total capacity CT of the ATM channel 

(in Mbits/s) into virtual capacities V:), h=1, ..., M, where 
m=O, K, 2K, ... represent the instants of intervention, and 
K is the length of the intervention period (in slots); the m- 
th assignment holds constant for the time slots k=m, m+l, 
..., m+K-1. The assignment is made on the basis of the 
dynamic variations in the traffic flows, with the goal of 
providing a fair sharing to the admission controller. To 
this aim, a suitable cost function, that takes into account 
the expected number of lost cells pertaining to the whole 
offered traffic over the following K slots, is minimized at 
each instant m, where a new K-slot period begins. 

In the model that was used in [12, 131 to derive the 
access control rules and the cost function, we supposed 
the slot assignment to be such that class h can see an 
average service capacity d:) independently of the actual 
utilization of the channel. This would imply that available 
channel slots be distributed among the traffic classes in 
proportions that are in accordance with the) v:)’s, even 
if a certain class has temporarily not enough flow to fill 
its assigned slots and some waste may be created. 

On the other hand, in the actual implementation of the 
scheme that we used in the simulations to be described 
further on, the assigned capacity values are treated as 
priorities, allowing a cell of a lower priority class to seize 
a slot if no higher priority cell is available, as is done in 
[14]; in this case, our calculations are based on a 
conservative assumption, and should result in upper 
bounds on the delays and cell loss probabilities. 

Obviously, we must have that 

M 
VE’ = CT m=O, K, 2K, ... (1) 

h= 1 

A similar partitioning scheme is also adopted for the 
buffer p o l  of the access multiplexer to the ATM channel, 
as shown in Fig. 1. The multiplexer is made up by M 
buffers of length Q(h) [cells], one for each traffic flow. 
However, to keep our derivation analytically tractable, the 
quantities Q(h) are not assigned dynamically; they are 
determined a priori (off-line), on the basis of the 
performance requirements and the declared traffic 
intensity of the corresponding class. A possible procedure 
is outlined in [12, 131; however, its use is closely related 
to the admission control criterion adopted there. In the 
present case, we fix the dimension of the buffer 
arbitrarily. A scheme for determinig this quantity 
optimally will be the subject of further study. 

As regards the nature of class h traffic, we suppose it 
to be made up by bursty connections with statistical 
traffic characteristics that are identical and independent of 
each other. Each bursty connection can be represented by 
means of a two-state model (active and idle, respectively). 
The transitions between these two states form a two-state 
Markov chain, and we denote by a(h) and the 
probabilities of transition from the idle to the active state, 
and from the active to the idle state, respectively. For 
each traffic class, these probabilities can be easily derived 
as in [5], if we suppose the statistical characteristics of the 
traffic flow to be known. Moreover, in order to take 
sources at different speed into account, we assume that, 
during a slot interval, an active connection may generate a 
cell with probability r(h), where r(h) is equal to the ratio 
between the peak bit rate at which an active call generates 
bits and the speed of the channel, P ( h ) / C ~ .  When a 
connection is idle it does not generate cells. 

Let N(h) be a given number of multiplexed 

connections; as they are independent of each other, the 
steady state probability vn(h)&h) of having only dh) 

(h) active connections out of N network connections is 

where w:’) and w r )  are the steady-state probabilities of a 
connection being idle and of a connection being active, 
respectively, and are given by 

Since, due to our previous assumptions, each traffic 
class effectively “sees” a virtual multiplexer with buffer 
length Q(h) and channel capacity .’,I, we can derive the 

cell loss probability for each single multiplexer, 
independently of the others. This was also done in [12, 
131, and we will use the corresponding expressions in the 
following, where needed. 

a) Admission control 
Each admission controller acts independently of the 

others. The acceptance algorithm that we use is based on 
two controls, satisfying loss and delay requirements, 
respectively. 

As far as the first control is concerned, we impose an 
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upper limit E@) on the long-term time-averaged value of 
cell loss rate, namely 

(4) 

where 4,h’,,(n) represents the steady-state value of the 
“instantaneous” (in the sense of 151) cell loss probability; 
its expression in our case is given in [12, 131. From (4) 
we can obtain the maximum number of connections 
N(h) max,l(m) that d!) and Q(h) can support as regards the 

cell loss requirement. Note that we are using steady-state 
values, due to the fact that the decision period K is 
supposed to be sufficiently long with respect to the cell as 
well as the connection activity dynamics. 

As far as the delay requirements are concerned, the 
use of a Q(h)-cell buffer ensures that a cell of the h-th 
class experiences a maximum delay (in slots) 

Q /(Vm ET). It is worth noting here that, in general, 
this maximum delay may vary during the connection 
holding time due to the variations of the amount of 
capacity allocated by the controller. 

being the value of the user delay requirement 
(in slots) for the h-th class, we can indicate with 

(h) (h) 

(h) . D 

the queue length above which a cell experiences a delay 
exceeding the requirement. Then the following two cases 
may occur at the beginning of each K interval: 

in this case no further admission control is necessary to 
guarantee the delay requirement. Therefore, a new 
connection of the h-th class arriving at time slot k can be 
accepted in the network, provided that the cell loss 
requirement is satisfied, and we take the maximum 
number of connections NfL,D(m) that V:’ and Q(h) can 
support as regards the delay requirement to be equal to 

in this case an admission control that takes into account 
the delay requirement specifically is to be implemented. 

We impose the delay requirement by requiring that 
the probability of the cell delay exceeding the value D(h) 
be lower than a given threshold s’h’, that is 

(6) Pr(delay>D (h) ) <  s‘h’ 

This is the same criterion proposed in [12, 131, but 
now we use a different approach in the calculation of 

instead of transforming the delay constraint into a bound 
on the maximum utilization. Thus, (6) becomes 

Pr(de1ay > D 0) ). Moreover, we compute it directly 

(h) (h) where Pdelay(n) is computed in a similar way as Ploss(n), 
that is 

(h) = 

where 

g!h) ‘I = max[i+j-l-G!)- max(i+j-l-Q(h), 0) ,0] 

and 

is the probability of a class h cell being served in a slot. 
Here, $h) and z ( h )  .. represent the number of cells 
exceeding the delay requirements (excluding the lost 
ones), when i cells are in the buffer and j cells are 
incoming, in the case that class h is served or not, 
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(U respectively. Finally, 7$ is the steady state probability 
of having i class h cells queued in the buffer. 

Summing up, the access control rule satisfying both 
requirements is simply the following: a new connection 
of the h-th class arriving at time slot k, “+K-l, can 
be accepted in the network if 

(h) being N, Q) the number of connections of the h-th class 
in progress at slot k. 

b) Bandwidth reassignment 
As regards the higher control layer, at each decision 

instant, the virtual capacities V t ’  are dynamically 
reassigned by the allocation controller by means of a 
process that minimizes a suitable cost function Jp. The 
function to be minimized is chosen in such a way as to 
take into account the expected number of lost cells up to 
the next decision instant. 

To this aim, by assuming quasi-stationarity of the 
connection request processes over the K slot decision 
interval, the structure of the cost function has been taken 
as 

(14) 

where the constants o@), h=1, ..., M, are weighting 
coefficients (due to the possibly largely different scales of 
loss probabilities), and 5 is a tradeoff coefficient. N (m) 
is constant throughout decision interval m, and we choose 
for it a value that represents an estimate of the traffic 
activity for the h-th class in this interval, on the basis of 
the activity measured during the previous one. As a 
consequence, we set the value of N (m) equal to the 
sum of the number e)(,) of connections in progress at 
the instant of decision and the number of blocked 
requests Nb (m) in the preceding decision interval, i.e., 

(h) 

(h) 

(h) 

N@)(m) = Nf)(m) + Nb (h) (m) 

Then, the first sum in brackets in (14) represents the 
long-term time-averaged value of cell loss rate for the h- 
th class (in the sense explained in [5 ] ) ,  due to the 
connections in progress, whereas the difference in 
parentheses represents the additional loss that would have 
been incurred if all calls presented in the previous interval 
had been accepted. 

Thus, the tradeoff coefficient 5 can be used to 
increase the importance of call refusals that are not 
explicitly accounted for otherwise; as regards the choice 
of the weighting coefficients 2 1 ,  it can be made in order 
to reflect the relative importance attributed to the various 
traffic classes by the network manager. Appropriate 
ranges of these parameters in the above sense may be 
determined through extensive simulation studies. 

As we mentioned, at each decision instant m, every 
admission controller communicates the values N, (m) 

and Nb (m) to the allocation controller, which minimizes 
(h) the above defined cost function with respect to V, , 

h=1, ..., M. The latter quantities are computed by the 
allocation controller and communicated to the respective 
admission controllers (and, obviously, to the cell 
scheduling process), whose decisions in the next interval 
depend on the assigned capacity value. 

In the minimization of the cost function J,, account 
must be taken of the equality constraint (l), as well as of 
the inequality constraints 

(h) 

(h) 

h = 1, ..., M 

that serve the purpose of ensuring service quality to the 
N, (m) connections already in progress. Actually, 

Vmin(m) is the minimum capacity that is necessary to 

cope with these connections, and can be computed so as 
to satisfy both cell loss and delay requirements. Fmt, note 

(4) with equality represents the minimum capacity 
Vmin,L(m) necessary to satisfy the loss requirement. 

On the other hand, the delay requirement is 
guaranteed by imposing that 

(h) 

(h) 

that setting N@)= N, (h) (m), the value v:’ that satisfies 

(h) 
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(h) where Vmin,D(m) is obtained using (7) with equality and 
setting N@)= N, (h) (m) and 

(h) Thus, Vmin(m) can be taken altogether as 

The minimization of (14) under constraints (1) and 
(16) is a mathematical programming problem that can be 
performed by means of a gradient projection method [ 12, 
131. 

3. PERFORMANCE EVALUATION OF THE 
ADMISSION CONTROL RULES BY 
SIMULATION 

In this Section, we show some results of analytic 
computations and simulations that we use to test the 
correctness and the performance of the proposed access 
control rule and to compare it with the access rule we 
proposed in [13]. The following data have been used: 

CT = 100 Mbids; M = 2; 
Ts = slot duration = 4.24 .loe6 s (53 bytedcell) 
P(l) = 384 kbit/s; P(2) = 1 Mbit/s 
A') = 0.5; 
(corresponding to burstiness 2 and 5, respectively) 
B(') = 10; B(2) = 100 (average burst length) 
l/p(') = 1.5 S; 
(average connection duration) 

K = 3 . 1 6  cells 

d2) = 0.2 

1 / ~ ( ~ )  = 0.8 s 

= 1.10-4; = 1.10-4 
~ ( 1 )  = ~ ( 2 )  = 1.10-3; 
D(') = 10 slots; D(2) = 100 slots 

u)o; Nf)= 100 

Q(l) = 11 cells; a(2) = 12 cells 

(average rraffic intensity) 

relatively short. In case of longer duration of the 
connections (with the same values of traffic intensity), the 
situation would be substantially unchanged by 
correspondingly enlarging the reallocation interval. We 
may note, in passing, that a larger value of K renders the 
computing time for the execution of the reallocation 
algorithm less critical. 

Fig. 3 shows, for different capacity allocation, the 
maximum number of class 1 calls that the access rule 
allows to accept and the maximum number of calls, 
evaluated by simulations, that could be accepted, without 
violating the quality of service constrains (maximum 
delay and loss probability). We can note that the 
simulation points are always above the points computed 
by the access control rule, which means that the rule 
always respects the constraints. Moreover, the maximum 
number of calls acceptable using the rule is in general 
close to that obtained by simulations, and very close 
when the capacity is above 80 Mbits/s. This indicates a 
good efficiency of the system, especially for high 
capacities. 

It can be interesting to note that the small jumps in the 
curve representing the maximum number of calls 
acceptable by the access rule are due to the presence of 
the integer part in (5) .  

Some of the above values are far from representing a 
real situation; they were chosen especially to limit the 
length of the simulation runs necessary to obtain a 
significant number of events. This is true, in particular, 
for the average duration of the connections. However, 
one of the main purposes of the scheme is that of coping, 
to a certain extent, with dynamic variations in the call 
processes; in our case of relatively short connections, this 
is achieved by keeping the reallocation interval K also 

Fig. 3. Maximum number of acceptable calls 
computed by simulation and by the actual access control 

rule, respectively, versus the allocated capacity. 

Fig. 4 compares the results seen in Fig. 3 with those 
obtained using the access rule, termed "previous access 
rule" in the figure, which we proposed in [13] . The 
comparison is done only for capacity values above 50 
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Mbits/s, because the previous rule is unable to enforce the 
constraints under a certain minimum capacity threshold. 
In the present case, it can be seen from the figure that this 
threshold is between 60 and 65 Mbits/s, where the points 
computed by the rule start being located under the 
simulation points. The new access rule clearly appears to 
follow better the trend of the simulation results; moreover 
it works well for every capacity values and it is more 
efficient than the previous one for capacities above the 80 
Mbits/s. 

350 

300 

250 

b ?! 200 

g 100 

$ 150 

50 

0 

Access Rule Access Rule - Simulation 

Fig. 4. Maximum number of acceptable calls 
computed by simulation, by the previous and by the 
actual access control rule, respectively, versus the 

allocated capacity. 

We must note that for low values of capacity, the 
system appears to be able to support a very small number 
of calls; at 20 Mbits/s, for example, only 4 calls can be 
accepted (see Fig. 3). This number is far from the one that 
we could obtain by assigning the peak bandwidth to each 
call. This seemingly paradoxical situation is due to the 
very restrictive constraint on the delay. In fact, the 
maximum delay is fixed to ten slots expressed in terms of 
the maximum transmission capacity, which is 100 
Mbits/s. So, for example, if we allocated, say, less than 
10 Mbits/s to class 1, the scheduler would give less than 
one cell out of ten to this class. Thus, with less than 10 
Mbits/s it is impossible to meet the delay constraint. and 
the maximum number of acceptable calls must be zero. 
We use such a restrictive constraint to test our system in 
the worst possible conditions. 

Actually, the delay constraint is the more evident 

factor that influences the efficiency of the access rule, for 
low values of the capacity, but not the only one. 

In Figs. 5,6, and 7, we show the feasible load regions 
(in terms of the maximum number of acceptable calls for 
both classes), obtained by using the peak capacity 
assignment, the mean assignment, and the access rule, 
respectively. Once fixed the value of connections for one 
class, the corresponding value for the other is obtained by 
first finding the minimum capacity necessary to support 
the fixed connections under the specific criterion, and 
then computing the maximum number of connections of 
the other class that the residual capacity can support. For 
the computations whose results are shown in Fig. 5,  we 
used the same data presented at the beginning of this 
Section, which will be call "standard data", whereas for 
those in Fig. 6, we changed the total capacity from 100 
Mbits/s to 150 Mbits/s and the delay requirements D(') 
and D(2) from 10 and 100 to 50 and 150 slots, 
respectively; finally, in Fig. 7, also the burstiness has 
been changed from 2 (class 1) and 5 (class 2) to 5 and 10, 
respectively. 

I Rule -Peak 
assignment -.- Mean assignment I -*- 

Fig. 5 .  Maximum number of acceptable calls of class 2 
for fixed numbers of active calls of class 1 using the 

standafd data. 

The first case (Fig. 5 )  corresponds to the very 
restrictive situation that was used so far, and in fact the 
results obtained by the rule are close to those that would 
be obtained using the peak assignment; however, we must 
note that even in the extremely unbalanced situations 
(i.e.. those corresponding to very low values of the 
number of calls for one of the classes) the allowable 
number of connections is correctly determined by the 
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admission control rule, whereas the peak assignment 
would not assure the satisfaction of the requirements. 

.* --. e... 

10 50 90 130 170 210 250 

Number of calls (Class 1) -.- Rule -Peak -.- Mean assignment 
assignment 

Fig. 6. Maximum number of acceptable calls of class 2 
for fmed numbers of active calls of class 1 using CT = 

150 Mbits/s, D(') = 50 and D(2) = 150. 

10 50 90 130 170 210 250 

Number of calls (Class 1) 

- - Rule -Peak 

-8- Mean assignment 
assignment 

Fig. 7. Maximum number of acceptable calls of class 2 
for fmed numbers of active calls of class 1 using CT = 

150 Mbits/s, D(') = 50, D(2) = 150, I(1) = 0.2, d2)= 0.1, 
(corresponding to burstiness 5 and 10, respectively). 

The second and third cases (Figs. 6 and 7, 
respectively) show that the efficiency increases if we 
relax the constraints and if we put the statistical 

multiplexer in more favorable working conditions by 
increasing the total capacity and the burstiness of the two 
traffic classes. 

4. PERFORMANCE EVALUATION OF THE 
OVERALL CONTROL ARCHITECTURE BY 
SIMULATION 

In this section we want to evaluate the behavior of the 
complete system, to estimate the effects of the new access 
rule inside the overall control architecture. We have used 
the same standard data shown in the previous Section. 

In the simulations, no lost and delayed cells were 
obtained. These results confm the correct behavior of 
our access rule. 

Additionally, the simulation results we present in the 
following show the behavior of the system in reactim to 
sudden variations in the offered load, espial ly  as 
regards the bandwidth allocation and the influence on the 
call-level performance parameters. 

Fig. 8. Dynamic response of the system (in terms of 
bandwidth allocation) to a step variation in the intensity 

of class 1 connection requests. 

In Fig. 8 we show the behavior of the bandwidth 
allocation as a function of time, measured in terms of 
reallocation intervals. We plot the bandwidth allocated to 
both classes, as well as the minimum bandwidth required 
to ensure quality of service to the already accepted 
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connections. Initially, before the jump in the offered load 
of class 1, there is a certain difference in the allocated and 
minimum bandwidth of both classes. After the jump, 
which takes place between reallocation instants 6 and 7, 
the minimum capacity for class 1 increases up to the 
previously allocated bandwidth (due to the accepted 
connections), and new bandwidth is assigned at the 
expense of that of class 2, which is pushed down to the 
minimum. In just another interval, offered connections 
that had been previously refused are accepted (up to the 
maximum allowed by the total capacity), and the situation 
remains stationary. 

Reallocation instants 

Clus  1 - (A) -'- Class 2 - (A) 

-Class 1 - (J3) -Class 2 - (B) 

Fig. 9. Dynamic response of the system (in terms of 
bandwidth allocation) starting from the two different 

initial conditions (A) and (B). 

Finally, Fig. 9 shows, in a situation with constant 
parameters, that the bandwidth allocations determined by 
the control system tend to be independent of the initial 
conditions. 

5. CONCLUSIONS 

A control strategy for dynamic bandwidth 
management in ATM networks, based upon the same 
philosophy introduced in 112, 131 has been considered in 
the paper. The global scheme relies upon an architecture 
organized in two control levels, consisting in a central 
bandwidth allocation controller, and as many call 
admission controllers as the service classes envisaged for 

characterization of the user traffic. 
The admission control rules (one for each class) 

operate according to virtual capacity shares that are 
assigned to the various service classes by the allocation 
controller. The rules are synthesized with the aim of 
maintainig quality of service constraints, expressed in 
terms of cell loss probability and cell delay. Actually, a 
major difference between the approach used in this paper, 
with respect to the previous works [12, 131, consists in 
the fact that both the above mentioned performance 
measures have been expressed here in terms of the same 
basic quantities. 

Analytical and simulative performace analyses of the 
present admission control rules have been reported, 
together with a comparison with those used in [13], 
showing a rather efficient behaviour and the satisfaction 
of the quality of service Constraints in all operating 
conditions. Simulations showing the dynamic behaviour 
of the overall control scheme have been also reported and 
discussed. 
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